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PART – A

Answer ALL questions.

(10 ( 2 = 20)

1. If V is a vector space over a Field F, show that (-a)v = a(-v) = - (av) for a ( F, v ( V.

2. If S is a subset of a vector space V over F, show that S is a subspace of V if and only if 
L(S) = S.

3. Define rank and nullity of a vector space homomorphism T: U ( V.

4. Give a basis for the vector space F[x] of all polynomials of degree at most n.

5. If V is an inner product space, show that 
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6. Define regular and singular linear transformation.

7. Give an example of a skew Hermitian matrix.

8. If A is a square matrix show that A – tA is a skew symmetric matrix.

9. If T ( A(V) is Hermitian show that all its eigen values are real.

10. When do you say that two square matrices are similar?

PART – B

Answer any FIVE questions

(5 ( 8 = 40)

11. Show that a non empty subset W of a vector space V over a field F is a subspace of V if and only if W is closed under addition and scalar multiplication.

12. Express (1, -2, 5) as a linear combination of the vectors { (1, 1, 1), (1, 2, 3), (2, -2, 1)} in R3.

13. Let v1, v2, . . . , vr be elements of a vector space V over a field F and U be a subspace of V generated by these vectors.  If s > r, show that any s vectors u1, u2, . . . , us in U must be linearly dependent.

14. If a vector space V = W1 ( W2, show that dim V = dim W1 + dim W2.

15. State and prove Bessel’s inequality.

16. Show that T ( A(V) is invertible if and only if the constant term of the minimal polynomial for T is not zero.

17. Let V be a vector space of dimension n over F and T ( A(V).  If m1(T) and m2(T) are matrices of T relative to two bases {v1, v2, . . . , vn} and {w1, w2, . . . , wn} of V respectively, show that there is an invertible matrix C in Fn such that m2(T) = C m1(T) C-1.

18. If a vector space V is of dimension n and T ( A(V), show that the rank of T is equal to the rank of the corresponding matrix m(T) in Fn.

PART – C

Answer any TWO questions.
(2 ( 20 = 40)

19. (a)
Determine whether {1, 3, 2), (1, -7, -8), (2, 1, -1)} in R3 are linearly dependent or independent. 

(b)
If U and V are vector spaces over a field F of dimension m and n respectively, show that 
dim (Hom(U,V)) = mn.

20. (a)
Show that every finite dimensional inner product space V has an orthonormal set as a basis.

(b)
Obtain an orthonormal basis for the subspace of R4 generated by the vectors (1, 1, 0, 1), 
(1, -2, 0, 0) and (1, 0, -1, 2).

21. (a)
Show that A(V) is an algebra over F where V is a vector space over a field F.

      (b)
Let T: R3 ( R3 be defined by T(x, y, z) = (2y + z, x – 4y, 3x).  Find the matrix corresponding to the basis {(1, 1, 1), (1, 1, 0), (1, 0, 0)}.

22. (a)
Show that the equations




x + 2y – z = 3;


3x – y + 2z = 1;




2x – 2y + 3z = 2;

x – y + z = -1  



are consistent and solve them.

(b) If <Tx, Ty> = <x, y> for all x, y ( V, show that T is unitary.

(c) Show that a linear transformation is unitary if and only if it takes orthonormal basis of V onto an orthonormal basis of V.

$$$$$$$







1
1

_1346771159.unknown

